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Motivation

Statistical Perspective:  
People are characterized by different habits, lifestyles and 
behavior patterns, which means that the same activity may be 
performed very differently by different individuals, inducing a 
substantial cross-individual discrepancy in the conditional 
distribution of activities given sensor observations.

System Perspective:
A major consequence of this fact is that, from the perspective of 
HAR applications, it is challenging to leverage statistical models 
learned on known users, for which annotated data is available, 
for predicting the activity of new users with their own activity 
characteristics.

Cross-individual distribution discrepancy in HAR

Exercise



Method

p Federated multi-task framework 

Extracts and fuses individual-agnostic 
and individual-specific multimodal 
features in a federated multi-task 
learning manner.

p Multi-task attention mechanism

Works as a mask for learning 
individual-specific features from the 
shared model while allowing for 
features to be shared among different 
individuals.

Overview Architecture



Method

Federated Model UpdateObjective



Method

Attention-based Mask

We apply the attention-based mask to the feature representation layers, aiming at extracting individual-
specific information. 
Specifically, we refer the shared features in the l-th layer of the shared network as el, and the learned 
attention mask in this layer for individual u as . The task-specific features in this layer, are then 
computed by element-wise multiplication of the attention masks with the shared features:

For the attention mask in layer j, the input the concatenation of the shared features pj , and the task-
specific features from the previous layer :



Evaluation
We conduct extensive experiments on publicly available datasets. Results verify that:

• FedMAT improves performance for observed individuals;
• FedMAT helps with adaptation to new individuals.



Evaluation

We conduct extensive experiments on publicly available datasets. Results verify that:

• Multi-task attention module learns heterogeneous features effectively; 

• FedMAT adapts faster.
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